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Managing Change at the Heart of the Problem

• Managing Latency

– As we have more and more data – information is too far from analysis

• Keep Data as Close to Processing as Possible?

• Keep Processing as Close to Data as Possible?

• Both!

• Managing Storage Evolution

– Storage Devices are evolving quickly as new Tiers are added

– Customers asking to

• Integrate with, extend, and enhance our current storage infrastructure

• Evolve our architecture as technology evolves

• Include new storage technologies as our needs change

• Managing Collaboration and Globalization

– How can we share data globally?

– How can we used collaboration to increase efficiency?

– How are we approaching the growing Technical Computing user base?
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Industry Trends

• Reunification: Breaking Down the Walls Between Compute 
and Persistent Storage

– Distance to Data counts!

• End of the Line for coming for  traditional RAID 6

– Drive Size and Drive Count are now just too high

• Abstraction: Levels the Playing Field for all types of Storage 
– Nobody needs to ever know the TAR command line again

– Storage Devices become invisible

• Technology:

– Servers Getting More Powerful, and Less Expensive

– Solid State is finally here
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Where is the Bottleneck?

In the past 10 years:

CPU speed performance increased ~8-10x

DRAM speed performance increased ~7-9x

Network speed performance increased ~100x

Bus speed performance increased ~20x

Disk speed performance increased  ONLY  1.2x

Storage disk speed is the bottleneck 

that’s slowing everything else in the IT stack
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HDD Latency and Disk Transfer Speed – Still Little progress…
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SSDs Performance vs HDDs – Still True!
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Comparison of Technologies

4000.5200,0003DRAM SSDs

1001.450,00045Flash SSDs (read only)

100140500200Flash SSDs

2816.61,2007000Performance HDDs

313.360012,000Capacity HDDs
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You’re So Far Away From Me…

5.2 Years31.7 Years100 TB

5 Weeks49.6 Weeks3 TB

1.7 Weeks16.5 Weeks1 TB

13.9 Hours5.8 Days50 GB

2.8 Hours1.2 Days10 GB

0.3 Hours2.8 Hours1 GB

10 Mb/Sec1 Mb/SecData Size
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Data Management Quadrants

Data Size
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The Data Mine Zone
Low Cost, Highly Efficient 
High Speed “Mining” for Fast Movement
Low Cost Mining for Efficient Analysis

The Cloud Zone
Internal or External
Network Speed Limits OK 

In-Server Zone
Data Resides in Memory 
Microsecond Response
Even Disk too Slow

The Agile Data  Zone
Petascale Data In Motion
Adaptive Data Management
Automated Data Movement
Server Federation

GigaClass PetaClass
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RAID Controller Evolution

• Traditional RAID has Evolved

• At one point RAID 5 was “Good Enough”

– NOW Mean Time to Data Loss is WAY TOO LOW

• Now, we Deploy Classical RAID 6 everywhere

– Is it good enough?

• Yet, Traditional External RAID controllers remain

– Costly

– Slow to Evolve

– Far, Far away from Processors

Where Do We Go Next?
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High-End “Big Data” Disk Storage Design: 
Evolution to Simplicity

11

Custom 
SLED

Custom 
controller

Controller Optional:
Software RAID in Host nodes spare cores

Solid State Devices Change Paradigms

Now: 
Custom RAID

Arrays

Tomorrow:
Simplified Infrastructure, Focus on the Data!

Yesterday: 
Custom hardware Commodity 

3.5in HDD

Special form (SBB) server as 
dedicated controller



© 2012 IBM Corporation

12
© 2012 IBM Corporation

12

IBM offers a wide range of storage and data management

Focus: 
Ease of Use

IBM Data 
Management 
LeadershipFocus:

Managed Building 
Block

Focus:
Raw Performance

I/O Bandwidth

Government

High End
Research

Petroleum

Financial 
Services

Smaller 
Installations

Higher End 
University

Media/Ent.

CAE

Bio/Life Science

IBM Tape & LTFS,  FlashSystem, Tivoli Storage Manager,  HPSS

IBM Disk Storage
(StorwizeV3700)

SONAS

High Density Storage
DCS3700 + DCS3860

GPFS Storage Server

GPFS

IBM Flash Systems
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GPFS Storage Server
“Perfect Storm” of Synergetic Innovations

Big Data Converging with HPC Technology

Server and Storage Convergence

Data Integrity, Reliability & Flexibility:
End-to-end checksum, 2- & 3-fault 
tolerance, application-optimized RAID

Cost/Performance: Software-based 
controller reduces HW overhead & cost, and 
enables enhanced functionality.

Performance: POWER, x86 
cores more powerful than 
special-use controller chips

Integrated 
Hardware/Packaging:
Server & Storage co-packaging 
improves density & efficiency 

Disruptive Integrated Storage Software:
Declustered RAID with GPFS reduces 
overhead and speeds rebuilds by ~4-6x

GPFS Native RAID

Storage Server

High-Speed Interconnect: Clustering & 
storage traffic, including failover 
(PERCS/Power fabric, InfiniBand, or 10GE) 
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Shipping NOW
from POWER

IBM GPFS Native RAID p775: 
High-End Storage + Compute Server

• Based on Power 775 / PERCS Solution

• Basic Configuration:

• 32 Power7 32-core high bandwidth servers

• Configurable as GPFS Native RAID storage 

controllers, compute servers, I/O servers or spares

• Up to 5 Disk Enclosures per rack

• 384 Drives and 64 quad-lane SAS ports each

• Capacity: 1.1 PB/rack (900 GB SAS HDDs)

• Bandwidth: >150 GB/s per rack Read BW

• Compute Power: 18 TF + node sparing

• Interconnect: IBM high-BW optical PERCS

• Multi-rack scalable, fully water-cooled1 Rack performs a 1TB Hadoop
TeraSort in less than 3 minutes!
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GPFS Storage Server Goals

• Better, Sustained Performance

– The GPS Storage Server provides 
industry-leading throughput using 
efficient de-clustered RAID 
Techniques

• Better Value

– GPFS Storage Server leverages 
System x servers and commercial 
JBODS 

• Better Data Security

– New Data Protection insures data is 
written, read, and delivered correctly 
and precisely, from the disk platter to 
the client.

• Better, Sustained Performance

– The GPS Storage Server provides 
industry-leading throughput using 
efficient de-clustered RAID 
Techniques

• Better Value

– GPFS Storage Server leverages 
System x servers and commercial 
JBODS 

• Better Data Security

– New Data Protection insures data is 
written, read, and delivered correctly 
and precisely, from the disk platter to 
the client.

• Affordably Scalable

– Start Small and affordable, scale via 
incremental additions, adding capacity 
and bandwidth with each change.

• Data Management

– All of this with the enhanced 
commercial-class data and lifecycle 
management capabilities which are 
part of GPFS Today!

• IT Facility Friendly

– GPFS Storage Server fits in industry-
standard 42u 19 inch rack mounts –
no special height requirements

– 3 Year Warranty

• Affordably Scalable

– Start Small and affordable, scale via 
incremental additions, adding capacity 
and bandwidth with each change.

• Data Management

– All of this with the enhanced 
commercial-class data and lifecycle 
management capabilities which are 
part of GPFS Today!

• IT Facility Friendly

– GPFS Storage Server fits in industry-
standard 42u 19 inch rack mounts –
no special height requirements

– 3 Year Warranty

All with the enhanced commercial-class data/lifecycle 

management capabilities which are part of GPFS today!
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Introducing IBM System x GPFS Storage Server:
Bringing HPC Technology to the Mainstream

• Better, Sustained Performance

- Industry-leading throughput using efficient De-Clustered RAID Techniques

• Better Value

– Leverages System x servers and Commercial JBODS

• Better Data Security

– From the disk platter to the client.

– Enhanced RAID Protection Technology

• Affordably Scalable

– Start Small and Affordably

– Scale via incremental additions

– Add capacity AND bandwidth

• 3 Year Warranty

– Manage and budget costs

• IT-Facility Friendly

– Industry-standard 42u 19 inch rack mounts 

– No special height requirements

– Client Racks are OK!

• And all the Data Management/Life Cycle Capabilities of GPFS – Built 
in!
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“Twin Tailed”
JBOD

Disk Enclosure

x3650 M4

Complete Storage Solution

Data Servers, Disk (NL-SAS and SSD), Software, InfiniBand and Ethernet

A Scalable Building Block Approach to StorageA Scalable Building Block Approach to Storage

Model 24: 
Light and Fast

4 Enclosures, 20U
232 NL-SAS, 6 SSD

10 GB/Sec

Model 26:
HPC  Workhorse!
6 Enclosures, 28U

348 NL-SAS, 6 SSD
12 GB/sec

High-Density HPC Option
18 Enclosures

2 - 42U Standard Racks
1044 NL-SAS 18 SSD

36 GB/sec

Introduced at SC12 – Over 120 Systems Shipped to Date!
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JBOD Disk Enclosures

NSD File Server 1NSD File Server 1

NSD File Server 2NSD File Server 2

Clients

R
D FDR IB

10 GbE

Migrate RAID 

and Disk 

Management to 

Commodity File 

Servers!

Migrate RAID 

and Disk 

Management to 

Commodity File 

Servers!

o
l

R
D

Custom Dedicated
Disk Controllers

JBOD Disk Enclosures

NSD File Server 1
x3650

NSD File Server 1
x3650

NSD File Server 2NSD File Server 2

Clients

GPFS Native RAIDGPFS Native RAID

GPFS Native RAIDGPFS Native RAID

How We Did It!

File/Data Servers
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GPFS Native RAID Feature Detail

• Declustered RAID
– Data and parity stripes are uniformly partitioned and distributed across a disk array.

– Arbitrary number of disks per array (unconstrained to an integral number of RAID stripe widths)

• 2-fault and 3-fault tolerance
– Reed-Solomon parity encoding

– 2 or 3-fault-tolerant:  stripes = 8 data strips + 2 or 3 parity strips

– 3 or 4-way mirroring

• End-to-end checksum & dropped write detection
– Disk surface to GPFS user/client

– Detects and corrects off-track and lost/dropped disk writes

• Asynchronous error diagnosis while affected IOs continue
– If media error:  verify and restore if possible

– If path problem:  attempt alternate paths

• Supports live replacement of disks
– IO ops continue on for tracks whose disks have been removed during carrier service

19
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Declustered RAID Example

7 disks3 groups

6 disks
spare
disk

21 stripes

(42 strips)

49 strips
7 stripes per group
(2 strips per stripe)

7 spare
strips

3 1-fault-tolerant

mirrored groups 

(RAID1)
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Rebuild Overhead Reduction Example

failed diskfailed disk

Rd    Wr

time

Rebuild activity confined to just 
a few disks – slow rebuild, 

disrupts user programs

Rd-Wr

time

Rebuild activity spread 
across many disks, less 

disruption to user programs

Rebuild overhead reduced by 3.5x
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Declustered RAID6 Example

Decluster
data, 
parity 
and
spare

14 physical disks / 3 traditional RAID6 arrays / 2 spares 14 physical disks / 1 declustered RAID6 array / 2 spares

Decluster
data, 
parity 
and
spare

14 physical disks / 3 traditional RAID6 arrays / 2 spares 14 physical disks / 1 declustered RAID6 array / 2 spares

failed disks failed disks

failed disksfailed disks
Number of faults per stripe

Red Green Blue

0 2 0

0 2 0

0 2 0

0 2 0

0 2 0

0 2 0

0 2 0

Number of faults per stripe

Red Green Blue

1 0 1

0 0 1

0 1 1

2 0 0

0 1 1

1 0 1

0 1 0

Number of stripes with 2 faults = 1Number of stripes with 2 faults = 7
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Data Protection Designed for 200K+ Drives!

• Platter-to-Client Protection
– Multi-level data protection to detect and prevent bad writes and on-disk data loss

– Data Checksum carried and sent from platter to client server

• Integrity Management
– Rebuild

• Selectively rebuild portions of a disk 

• Restore full redundancy, in priority order, after disk failures

– Rebalance
• When a failed disk is replaced with a spare disk, redistribute the free space

– Scrub
• Verify checksum of data and parity/mirror

• Verify consistency of data and parity/mirror

• Fix problems found on disk

– Opportunistic Scheduling
• At full disk speed when no user activity

• At configurable rate when the system is busy

• Platter-to-Client Protection
– Multi-level data protection to detect and prevent bad writes and on-disk data loss

– Data Checksum carried and sent from platter to client server

• Integrity Management
– Rebuild

• Selectively rebuild portions of a disk 

• Restore full redundancy, in priority order, after disk failures

– Rebalance
• When a failed disk is replaced with a spare disk, redistribute the free space

– Scrub
• Verify checksum of data and parity/mirror

• Verify consistency of data and parity/mirror

• Fix problems found on disk

– Opportunistic Scheduling
• At full disk speed when no user activity

• At configurable rate when the system is busy
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Non-Intrusive Disk Diagnostics

• Disk Hospital: Background determination of problems

– While a disk is in hospital, GNR non-intrusively and immediately returns 
data to the client utilizing the error correction code.

– For writes, GNR non-intrusively marks write data and reconstructs it 
later in the background after problem determination is complete.

• Advanced fault determination

– Statistical reliability and SMART monitoring

– Neighbor check

– Media error detection and correction

24
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Rebuild Test 3rd disk failure -
start of critical 
rebuild

critical rebuild 
finished, continue 
normal rebuild

4 Minutes 16 seconds crit rebuild

As one can see during the critical rebuild impact on workload was high, but as soon as we 
were back to parity protection (no critical data) the impact to the customers workload was 
less than 5% 

norm rebuildno rebuild

1st disk failure

Norm

Rebuild
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Monitoring – System: Information for nodes

See Demo in IBM Booth!
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Error on Drawer – Health Flyover
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Monitor>System  – Select Drawer
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Monitor - Performance
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Monitor - Capacity
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Files – File Systems
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Files -Snapshots

GPFS snapshot capability is exposed and are enriched by snapshot schedule  
capabilities which are derived from SONAS/V7000 Unified
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Files - Quotas

GPFS Quota Management capabilities for file sets, users and groups are inherited 
from SONAS/V7000 Unified
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Access – Users and Audit Log

Role based security for administrators and an Audit log of GUI activity



© 2012 IBM Corporation

35
© 2012 IBM Corporation

35

Settings - Event Notifications

Configure and send events per Mail or SNMP
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Galileo Performance Explorer  (GSS Partner Product)

• Monitors and stores Performance, Capacity, Configuration info for OS, Storage 
and Clusters

• Cloud based SaaS model

• 5 minute intervals, stored and viewable for 1+ years

• Expose true

• facts about performance and capacity in seconds

• www.GalileoSuite.com
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Detailed Cluster/Node metrics for current and historical
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Evolution In Analytics

Today Future

Data Centric Software Defined Architecture

GPFS

Compete with x86 
scale-out systems 
primarily on price 

Compete with x86 
scale-out systems 
primarily on price 

Low Latency High-
speed networks 
from third-party

Low Latency High-
speed networks 
from third-party

Storage system 
from third party

Storage system 
from third party

Server centric model -
price / performance as 
the primary selection 
criteria

Server centric model -
price / performance as 
the primary selection 
criteria

P1ower Linux servers + GPU 
– Low cost / Low energy 
servers with consistent 
programming models 

P1ower Linux servers + GPU 
– Low cost / Low energy 
servers with consistent 
programming models 

Active Network
•Participates in 
data management 
/ messaging
•Improves scale, 
performance

Active Network
•Participates in 
data management 
/ messaging
•Improves scale, 
performance

GPFS Storage Server/ Heracles
- Migrate compute functions
- Provide data services as a cloud
- Plug-in to existing cluster installs for data 

GPFS Storage Server/ Heracles
- Migrate compute functions
- Provide data services as a cloud
- Plug-in to existing cluster installs for data 

Innovate across the servers, memory, storage, 
networking and software. 
Value proposition based on manipulation and 
management of data.

Innovate across the servers, memory, storage, 
networking and software. 
Value proposition based on manipulation and 
management of data.

Technical Computing Software

Software value 
not fully realized

Software value 
not fully realized

Active Storage
-Compute in 
storage
-Flash / SCM 

Active Storage
-Compute in 
storage
-Flash / SCM 
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IBM Technical Computing Building Block w/ DCS3XXX Storage

Client Server farm

-Handful to thousands of 
servers

-Each server with 1-n 
cores

-CPUs & GPUs

-GBs of memory

-Shared Application

HighSpeed Network

->= 10GB/sec

-InfiniBand or Ethernet

GPFS NSD Server

-x3550, x3650, 

-Power 7R2

DCS3XXX0 & Disk Drives

-SAS, NL-SAS, SSD

-7.2K, 15K, SSD

-Capacities to 4TB each

GPFS 

File System

Client Servers

High Speed 

Network

GPFS 

Storage

Building

Block
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• What’s new:
– New member of the IBM Technical Computing storage  

family: reliable and affordable high performance storage

– 6Gb SAS host connectivity and scalability                       
up to 360 drives (1.4 PB)

– Flexible intermixing drive capability: SAS, NL-SAS,           
and SSD

– 2X Sequential Read Improvement

– 2X Sequential Write Improvement

• Client Value:

– Improved streaming performance to satisfy HPC needs

– Performance Read Cache enables the utilization of Solid 
State Drives to significantly improve read performance

– Unprecedented data availability and dynamic recovery with 
Dynamic Disk Pools

– T10 PI standard to ensure data integrity

– Intuitive storage management that doesn't sacrifice control

IBM System Storage DCS3860: next generation of high performance 

controller module to deliver enhanced performance, scalability and simplicity 

Learn More: http://www.ibm.com/systems/storage/disk/dcs3860

IBM System Storage DCS3860

New!  DCS3860
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IBM System Storage DCS3860

DCS3700
High performance, high 

density, scalability

Storwize V3700
Built-in efficiency enhancers

HPC Cloud

Technical 
Computing
for Big Data

IBM Disk Storage for Technical Computing – introducing a new 
member of the DCS series family

Up to Twice as Fast on Streaming Workloads1

DCS3700 
Performance Model

Higher performance, 
density, and scalability

1Compared to DCS3700 with Performance Module
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IBM midrange high-performance storage 

Performance metrics for sustained disk read, 512K MB/s,  
disk write, 512K MB/s- CMD

DCS3700 
Performance
•Host: FC, SAS, 
iSCSI

•360 SAS, NL-
SAS, SSD

•DCS3700 
Expansion

•6G Read, 4.1G 
Write

DCS3700 
Performance
•Host: FC, SAS, 
iSCSI

•360 SAS, NL-
SAS, SSD

•DCS3700 
Expansion

•6G Read, 4.1G 
Write

DCS3860
• Host: SAS

• 360 SAS, NL-
SAS, SSD

• DCS3860 
Expansion

• 12G Read, 9G 
Write

DCS3860
• Host: SAS

• 360 SAS, NL-
SAS, SSD

• DCS3860 
Expansion

• 12G Read, 9G 
Write

DCS3700
• Host: FC, SAS, 

iSCSI

• 180 SAS, NL-
SAS, SSD

• DCS3700 
Expansion

• 4G  Read, 2.1K  
Write

DCS3700
• Host: FC, SAS, 

iSCSI

• 180 SAS, NL-
SAS, SSD

• DCS3700 
Expansion

• 4G  Read, 2.1K  
Write

New
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DCS3860 Overview
Next generation high performance storage subsystem

Key features

� Dual controller system design

� 12 GB cache each (24 GB cache system total)

� 60 drive, 5 drawer enclosure (same profile as 
DCS3700)

� Two 6 Gb SAS expansion connections per controller

� Supports up to 5 expansion (EXP3800) enclosures, 
360 drives

� 6Gb SAS drive ports support up to 360 SAS disk 
drives

• SAS HDDs

• Up to 24 SSD’s

� Uses IBM DS Storage Manager 10.86 and firmware 
7.86

� Linux OS Support

DCS3860
4U/60 drives

DCS3860
4U/60 drives

• Maximum bandwidth

• High density - 60TB/RU 
@ 4TB/HDD
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DCS3860 Drive Capacities

Drive Type Supported Drives

6 Gb SAS 2.5” 300 GB 15,000 rpm

6 Gb NL-SAS 3.5” 4 TB 7,200 rpm

* Max of 24 SSDs per system
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Average Storage Cost Trends

Source: Disk - Industry Analysts, Tape - IBM

2003 2004 2005 2006 2007 2008 2009 2010 2011

$0.01

$50.00

$1.00

$10.00

$
/G

B

Industry Disk HC LC Disk Average Tape

Projected Storage Prices
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IBM Tape Drive Strategy

• IBM has demonstrated a Tape Technology Pipeline
•1 TB in 2002,   8TB in 2006 , 35 TB in 2010

•Demonstrates unconstrained capacity and performance growth path 
for tape technology

•Two product lines based on this technology pipeline 

• 3592 enterprise tape product line
• Reliability, Performance and Function differentiation

• Move to 32-channel technology and higher capacities 

• Enterprise media cartridge with reuse 

• Longer support cycles for media, format and hardware 

• Can still read the first Jaguar tape written in 2002

• LTO midrange product line
•Streaming device model

• Cost-centric model 

•New media each generation

•TPC Consortium driven development/function 

• Over 1.5M combined units shipped
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TS3500 Tape Library Overview

Base frame
(Model Lx3)

Service bay B

0 - 15 active expansion frames

A single library system includes:

�1 - 16 frames (plus two service bay frames)

�1 - 192 LTO and/or 3592 tape drives

�59 - 20,000 storage slots

�Up to 180 PB* Storage Capacity

�16 - 224 I/O slots (1 - 14 I/O Stations)

�255 virtual I/O slots per logical library

�1- 2 accessors (robotics)

�0 - 15 shuttle connections to other library 
systems

* Using TS1140 drives and media at 3:1 compression

Service bay A

0 - 15 shuttle connections
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TSLM – Tape System Library Manager

• Consolidate

• Simplify

• Exploit the benefits of the 
TS3500 Tape Library Shuttle 
complex by enabling IBM 
Tivoli Storage Manager and 
other ISVs
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■ Self-describing tape format to address tape archive requirements 

■ Implemented on dual-partition linear tape (LTO-5)

■ Makes tape look and work similar to other removable media
– File and directories show up on desktop and directory listing

– Share data across platforms 

– Drag&Drop files to/from tape

– Self Describing Tape Format (SDTF) in XML-Architecture

– Simple, one-time installation

■ Developed by IBM

LTFS: What is the Linear Tape File System?

CD/DVD disc HDD

USB Memory

Portability
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LTFS on tape

B
O
T

E
O
T

Index Partition

Data Partition

Guard Wraps

LTFS Index XML

File File File

File

• LTFS enables File System access against tape device

• LTFS utilizes media partitioning (new to LTO Gen 5 and Jag 4) 

• The tape is logically divided “lengthwise”

– (think C: & D: drives on single hard disk unit)

• LTFS places the index on one partition and data on the other
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LTFS – Product Roadmap

LTFSLTFS

Linux Server

Tape Library

NFS / CIFS

Linux Etc.
GPFS, IFS, SONAS

Archive
Management
Solutions

Application file 
access to tape

GPFS Node(s)

GPFS file systemGPFS file system

User file system

LTFS Phase 1
LTFS Format Enablement
Single Drive Support (2010)

LTFS Phase 2 
Digital Archive Enablement
Tape Automation Support (2011)

LTFS Phase 3
Integrated Solution Enablement
GPFS / LTFS Support 

Any statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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The Problem – Network Disk Growth…

C:/user defined namespace

Large
And Growing Bigger

• Difficult to Protect / Backup
– Cost
– Backup windows
– Time to recovery

• Data mix reduces effectiveness of compression/dedupe

D
a

ta
 P

ro
te

c
ti
o

n
O

p
e

ra
ti
o

n
a

l • Manageability
• Cost
• Data mix - Rich media & databases, etc
• Uses – active, time sensitive access & static, immutable data
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The Solution – Tiered Network Storage 

C:/user defined namespace

Smaller

• Easier to protect
– Faster Time to recovery
– Smaller backup footprint

• Time critical applications/data
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• Single file system view 

LTFS LTFS LTFS LTFS LTFS LTFS LTFS LTFS LTFS LTFS 

Smaller Scalable

• Lower cost, scalable storage
• Data types/uses for tape

– Static data, rich media, etc.
• Replication backup strategies

High use data, 
databases, 
email, etc.

Static data, rich media, 
unstructured, archive

Policy Based Tier Migration

Any statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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TokyoLondonLos Angeles

Smarter Storage

• Right Data
• Right Place
• Right Time
• Right Format
• Right Protection
• Right Cost
• Right Performance

DiskDiskSSDSSD LTFSLTFS

Node 3

GPFS

DSM

LTFS LE

DiskDiskSSDSSD LTFSLTFS

Node 1

GPFS

DSM

LTFS LE

DiskDisk

Node 4

GPFS

DSM

LTFS LE

LTFSLTFSDiskDiskSSDSSD LTFSLTFS

Node 2

GPFS

DSM

LTFS LE

NFS/CIFS NFS/CIFS NFS/CIFS

Any statements regarding IBM's future direction and intent are subject to change or withdrawal without notice, and represent goals and objectives only.
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A Future with No Spinning Disk at All?

• Best overall $/IOP for performance

– Highest Performance

– Immediate Access

– Most Critical Data

– Low Power Consumption

• Best overall $/GB for long term 
data retention

– Lowest cost

– Easily accessible

– Highly scalable

– Low Power Consumption 

LTFSLTFS
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