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New in Spectrum Scale 4.2
Priorities 2016
Security
Hadoop Integration
Problem Determination

| 2



IBM Systems

Outline

New in Spectrum Scale 4.2

| 3



IBM Systems

The History of Spectrum Scale

This infographic is the genealogy of IBM Spectrum Scale, from itôs birth as a digital 

media server and HPC research project to itôs place as a foundational element in the 

IBM Spectrum Storage family. It highlights key milestones in the product history, 

usage, and industry to convey that Spectrum Scale may have started as GPFS, but it 

is so much more now. IBM has invested in the enterprise features that make it easy 

to use, reliable and suitable for mission critical storage of all types.
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Store everywhere. Run anywhere.
Remove data-related bottlenecks 

Challenge

ÅManaging data growth 

ÅLowering data costs

ÅManaging data retrieval & app support

ÅProtecting business data 

Unified Scale-out Data Lake

ÅFile In/Out, Object In/Out; Analytics on demand.

ÅHigh-performance native protocols

ÅSingle Management Plane

ÅCluster replication & global namespace

ÅEnterprise storage features across file, object & HDFS
SSD Fast

Disk
Slow
Disk

Tape

Spectrum Scale

NFS SMBPOSIX Swift/S3HDFS
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Store everywhere. Run anywhere.
Content Repositories

Challenge  
Object storage for static data

ÅSeamless scaling

ÅRESTful data access

ÅObject metadata replaces hierarchy

ÅStorage efficiency

Spectrum Scale Swift & S3
ÅHigh-performance for object

ÅNative OpenStack Swift support w/ S3

ÅFile or object in; Object or file out

ÅEnterprise data protection

ÅSpectrum Scale RAID (ESS) 

ÅTransparent ILM 

ÅEncryption of data at rest and Secure Erase
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Store everywhere. Run anywhere.
Analytics without complexity

Challenge
Separate storage systems for ingest, analysis, results

ÅHDFS requires locality aware storage (namenode)

ÅData transfer slows time to results

ÅDifferent frameworks & analytics tools use data differently

HDFS Transparency
ÅMap/Reduce on shared, or shared nothing storage

ÅNo waiting for data transfer between storage systems

ÅImmediately share results

ÅSingle óData Lakeô for all applications

ÅEnterprise data management

ÅArchive and Analysis in-place

Ingest

ObjectFile

Direct Access

POSIX

Raw Data

Analysis
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Č Analyze object and file data without copying

into HDFS



Backup Of Large Spectrum Scale File Systems

backup (mmbackup)

restore (GUI or CLI)Spectrum Scale Cluster
Spectrum Protect 

Server

Spectrum Protect

backup archive client

typically installed on

serveral cluster nodes

Spectrum Scale

mmbackup tool 

coordinates processing

Á8© Copyright IBM Corporation 2015

Function

Á Massive parallel filesystem 
backup processing

Á Spectrum Scale mmbackup 
creates local shadow of Spectrum 
Protect DB and uses policy 
engine to identify files for backup

Á Spectrum Protect backup archive 
client is used under the hood to 
backup files to Spectrum Protect 
Server

Á Spectrum Protect restore (CLI or 
GUI) can be used to restore files

Č Use any backup program to backup file, object and Hadoop data

Č Use Spectrum Protect to benefit from mmbackup and SOBAR to backup and 

restore huge amounts of data
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New Feature Benefit

Client Experience Focus
Å Common interface across Spectrum Portfolio

Å GUI Phase 1

Easy to learn UI and integration across Spectrum Storage portfolio

Simplify common management functions, including 
Å Enabling protocols 
Å Policy driven placement and ILM
Å Monitoring
Å Troubleshooting

Object Storage Å Unified File and Object

Å Extended S3 API support

Single view of data with wither file or object read and write

Enable applications originally written for AWS 

Big Data & Analytics
Å Native HadoopSupport
Å AmbariIntegration

Higher performance and broader integration with HDFS applications 
to go beyond Hadoopand embrace Map/Reduce ecosystem

Storage efficiency Å Compression of Cold data for File & Object Å Improve Storage utilization & efficiency for Cold data
Å Efficiencientlyreduce data size using compression policies

General Å Quality of Service for File
Å z Linux support
Å Sudowrappers

Expanding functionality in Spectrum Scale data aware policy engine:
Å Performance reservations to meet SLAs ςeven by time of day
Å Extending multi-site resiliency features to z-Linux 

New in Spectrum Scale 4.2 
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Speed and simplicity: Graphical user interface

Reduce administration overhead

ÅGraphical User Interface for common tasks 

Easy to adopt

ÅBase interface on common IBM Storage Framework

Integrated into Spectrum Control

ÅStorage portfolio visibility

ÅConsolidated management 

ÅMultiple clusters
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