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Disclaimer

§ IBM’s statements regarding its plans, directions, and intent are subject to change or withdrawal 
without notice at IBM’s sole discretion. Information regarding potential future products is intended to 
outline our general product direction and it should not be relied on in making a purchasing decision. 
The information mentioned regarding potential future products is not a commitment, promise, or legal 
obligation to deliver any material, code or functionality. Information about potential future products 
may not be incorporated into any contract. The development, release, and timing of any future 
features or functionality described for our products remains at our sole discretion.

§ Performance is based on measurements and projections using standard IBM benchmarks in a 
controlled environment.  The actual throughput or performance that any user will experience will vary 
depending upon many factors, including considerations such as the amount of multiprogramming in 
the user’s job stream, the I/O configuration, the storage configuration, and the workload processed.  
Therefore, no assurance can be given that an individual user will achieve results similar to those 
stated here
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What is this?
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Data is growing exponentially and demands new Approaches

You are here

44 zettabytes

unstructured data

2010 2020

structured data
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• Scalability to the hundreds of Petabytes and hundreds of GB/Sec
• A Single Name Space Across Entire File System
• A Building Block approach to Scale as Needs Grow

• Start Small – Grow over time
• Scalable Performance as Storage Blocks are added 

• An Actual Instance of Software Designed Storage
• Based upon the Industry Leading Power Architecture, Elastic Storage 

Software, and off-the-shelf JBOD enclosures
• A Scalable Common Foundation for Analytics, File Serving, Object Storage

• A common Data Lake for workload variety without the need for Data Islands.

Falk Steinbrueck - steinbrueck@de.ibm.com

Imagine…
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IBM Elastic Storage Server (ESS)
All advantages of Elastic Storage in a pre-packaged,
pre-tested IBM-Offering

6

Ø Scale-out and –up
– by adding modular ESS-Building-Blocks

Ø Delivers Extreme Data Integrity
– 2- and 3-fault-tolerant erasure codes

– End-to-end checksum
– Fastest rebuild times using Declustered RAID

– Live replacement of disks

Ø Breakthrough Performance
– Declustered RAID reduces app load during rebuilds

– Up to 3x lower overhead to applications
– Built-in SSDs and NVRAM for write performance

– Faster than alternatives today – and tomorrow!

Ø Lowers TCO
– 3 Years Maintenance and Support

– General Purpose Servers
– Off-the-shelf JBODs

– Standard Linux
– Modular Upgrades

Falk Steinbrueck - steinbrueck@de.ibm.com6
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Model GL4
Analytics and Cloud

4 Enclosures, 20U
232 NL-SAS, 2 SSD

13+ GB/sec*

Model GL6
PetaScale Storage

6 Enclosures, 28U
348 NL-SAS, 2 SSD

25+ GB/sec*

Elastic Storage Server GL Models   ( L = Large )

Model GL2
Analytics Focused

2 Enclosures, 12U
116 NL-SAS, 2 SSD

6+ GB/sec*

5146 Machine
Type

•Power S822L Servers 
•20 Cores Each

•1818-80e Expansion Chassis
•Red Hat 7
•Graphical User Interface
•Management Server and HMC
•Elastic Storage Software
•Elastic Storage Native RAID
•xCat or Platform Cluster Mgr. Opt.
•10, 40 Gbps Ethernet, FDR Inifiniband
•From 116 to 348 Spinning Disk
•3 Years Maintenance
•Building Block approach to Growth

•High Capacity Storage for Analytics and Cloud Serving
•Uses 4U, 60 Drive Storage Enclosures
•2,4 or 6 TB Drives
•A Client-Ready Petabyte in Single Rack!

Falk Steinbrueck - steinbrueck@de.ibm.com7
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•Smaller Configurations for High Velocity Ingest or Lower Cost Entry Point
•Uses 2U, 24 Drive Storage Enclosures
•400, 800 GB SSD Drives or 1.2 TB SAS Drives
•Highest “Performance per U” Delivered to Clients
•Deployable alone or as part of an ESS Configuration as “Platinum” tier

Model GS1
24 SSD

6 GB/Sec*

Model GS2
46 SAS + 2 SSD or 

48 SSD Drives
2 GB/Sec SAS* 

12 GB/Sec SSD*

Model GS4
94 SAS + 2 SSD or

96 SSD Drives
5 GB/Sec SAS

18+ GB/Sec SSD*

Model GS6
142 SAS + 2 SSD  

7 GB/Sec*
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•Power S822L  
• 20 Cores Each

•Power  Expansion Chassis
•Red Hat 7
•Graphical User Interface
•Management Server and HMC
•Elastic Storage Software
•Elastic Storage Native RAID
•xCat or Platform Cluster Mgr. Opt.
•10, 40 Gbps Ethernet, FDR Inifiniband
•3 Years Maintenance
•Building Block approach to Growth

Falk Steinbrueck - steinbrueck@de.ibm.com

Elastic Storage Server GS Models   ( S = SPEED )
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IBM ESS – a closer look at our latest releases 

1H15 2H15 1H16

ESS 3.0 (6/12/15)

• 6TB HDD
• Spectrum Scale 4.1
• Protocol Node support

ESS 3.5 (10/9/15)

• Spectrum Scale 4.1.1

• 12.11.15
• MES: add more storage to 

existing GS or GL model

ESS 4.0 (1/29/16)

• Spectrum Scale 4.2 (Jan 29, 2016)
Ø Easy administration with software GUI

Ø Object Storage updates including unified 
file/object and extended S3 support

Ø Open Data Platform Certification

Ø Prioritize user QoS
Ø Compression for File and Object

Ø Asynchronous Disaster Recovery and 
Backup with Spectrum Protect for z 
Systems

Falk Steinbrueck - steinbrueck@de.ibm.com9



© 2016 IBM Corporation

IBM System Storage 

ESS & Scale Raid - what’s next

ESS X.X
• New 

Integrated 
Solutions

ESS 4.X
• HDD / SSD 

refresh

ESS X.X
• Storage rich 

server

ESS 4.X
• Spectrum 

Scale 
Refresh

ESS 4.X
• Infiniband

EDR ESS 4.X
• New ESS 

Performance 
Benchmarks

Focus on Quality, Support and superior customer experience 
Falk Steinbrueck - steinbrueck@de.ibm.com10

ESS X.X
• Higher 

Density 
Storage

ESS X.X
• Redhat LE 

Support

Scale Raid
• Software 

only

ESS X.X
• Mixed

SSD/HDD 
models
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IBM developerWorks RFE Community

Falk Steinbrueck - steinbrueck@de.ibm.com11

www.ibm.com/developerworks/rfe/

Welcome Request for Enhancement 
(RFE) Community users! Here you 
have an opportunity to collaborate 
directly with the IBM product 
development teams and other product 
users.
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