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Alerts ———
Events . . ALERTS AGE
Monitor and troubleshoot the issues that are reported in the system. AIertS overview in ® File System (1) 7 minutes

The System detects a problem and the Banner S

h|gh||ght the |SSue |r'] the banner and |n Next Recommended Action  Actionss  Current Issuesw Iil

the dashboard. There are several

placeS Where thIS iﬂformation iS ShOW, Status A First Occurrence Event ID Description Action

The DaSh boa rd a | |OWS tO Over| ay @ Critical 3/14/16 10:23:51 AM MS0147 The inarlef;age of fileset small in file system gpfs0 reached a nearly e... Run Fix Procedure.

events with performance metrics.
Alert Details in the Events list

Defaultv

System Overview System Health Events

Monitor and troubleshoot the issues that are reported in the system.

8NSDs Status Age Description

5Pools
File syst is: 2 ) B B
2File systems Lo e Critical 4 hours The inode usage of fileset small2 in file system gpfs1 re

TFilesets

Critical 4 hours The inode usage of fileset small in file system gpfs0 ree

Timeline

Public network

throughput:
Events

Do 2 10:23:51 AM M The inod= usage of fleset small in file system gpfs0 reached a nearly exhaustec level. Fill level is above 90.0%

Alerts and performance graph overlay LYY
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It is possible to create dashboards with
performance charts, health

g g o o 0 ® amn v
information and capacity information.

Client workload v

Beg]nning with the 421 re|ea5el The System Overview Client throughput to disk Client latency
dashboard is saved on the server and - oresress M oresuren s Mo
can be accesses by all users sreos Fiesysem everts: 2 .
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Top nodes by system load Most active nodes by CPU usage Cluster average load
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Directed Maintenance
Procedures

For some alerts, the user is guided
through a set of steps in a Directed
Maintenance Procedure.

Run Fix Procedure: Increase Maximum Number of Inodes

The inode usage of fileset small in file system gpfs0 reached a nearly exhausted level. Fill level is above
90.0%.
Current/maximum number of inodes: 2048 / 2048

Increase maximum number of inodes (%); ==—=ff———————151%

The new maximum number of inodes will be 5144
@ Press Finish to increase the inodes limit of the fileset small

Status: No task running




Nodes Overview

There is a section with a wealth of
information on nodes. D @ wmn v

Nodes v Last 60 minutes v
Monitor the performance and health status of the nodes that are configured in the cluster.

Summary charts show the top

_t b t _t _t . t . CPU usage v Qverall client data rate v
contriputors 1o certain Metrics over Ml rr-31.1ocainet com [ mr-33.localnet com [l mr-34.1ocalnet com [ Bytes read Bytes written
time 0 e

: D 4 & o E u-é - - o
A sortable and filterable table N M o :

combines configuration information i -

' ' | 1 ' '
02:15 02:30 02:45 03 PM 02:15 02:30 02:45 03 PM

MiB/s

together Wlth performance StatIStICS All nodes NSD server nodes Protocol nodes
and health information
Actions v <@ View Detalls C Data interval 3:12 PM - 3:12 PM
Therer are prefiltered tables for NSD
Se rve rS a nd p rotoco| Servers Wlth Name A GPFS state CPUusage Load Memory used Bytesread Bytes written Avg queue waitr  Avg queue wait w Protocol
S peCiﬁC co | umns Wh | Ch are on Iy mr-31 localnet com () Active 557 % n/a 6.68 % 0 bytes/s 0 bytes/s ons ons
re| eva Nt for th ese types Of n Od es mr-32.localnetcom () Active 27% 0.06 462% Obytes/s 0 bytes/s Ons Ons
mr-33.Jocalnetcom () Active 216% na 701% nia nia na na ®
mr-34.localnetcom () Active 201 % na 6.49% nia n/a na na ®




Nodes Details

In order to drill down deeper, there
are several table which show various
node specific details on nodes.

Sections which are covered are events,
file systems, protocols, network.

hE

All nodes

Actions, <@ View Det:

Name ~

mr-31_localnet.com

mr-32.lecalnet.com

mr-33.localnet.com

mr-34.localnet.com

mr-33.localnet.com

Overview Events

File system throughput (write)v
gpfs0 . gpfs1

GPFS state

NFS SMB Network

Average transaction size (read) v
gpfs0 . gpfs1

® admin v

Last 60 minutes v

File system latency (write)v
gpfs0 . gpfs1
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Avg queue wait r
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