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Agenda

• Analytics Market overview

• Spectrum Scale Analytics strategy

• Spectrum Scale Hadoop Integration

– A tale of two connectors

– Old GPFS Hadoop connector

– New Spectrum Scale HDFS Transparency connector
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IDC’s Business Analytics – Broader Workload Perspective

Conclusions

• Analytics market opportunity for 
Spectrum Scale is broader than 
just the Hadoop Big Data Market

• IDC definition beginning to 
account for new workloads

• NEED to consider a wide range 
of Analytics workloads in both 
Shared nothing and shared 
storage environments
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Structured and Unstructured Data Market

Conclusion

• Spectrum Scale addresses the sweet 
spot of the growth segment for 
Enterprise Storage Systems. 
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People and devices are creating oceans of data

Data scientists and LoBs want to fish this ocean for insights

The ocean of data must be efficiently stored, managed, 
protected, and exploited by the right applications at the right time
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Spectrum Scale Vision
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Multi-structured Data Mashups provide the Greatest Enterprise Value 

Structured Data

Small Data

Clearly formatted

Quantitative

Objective

Logical
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Big Data

Language based
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Subjective

Intuitive
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dynamic

Hadoop and Streams

Systems of Record  
Structured data from operational systems 

20% of all data generated

Systems of Engagement 
Data that “connects” companies with their 

customers, partners and employees

80% of all data generated

Systems of Insight
Diverse data types that combine 
structured and unstructured data 

for business insight

Data Warehouses

Traditional Sources
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A Tale of Two Connectors 

GPFS Hadoop Connector

• Henceforth known as the “old” connector

• Emulates a Hadoop compatible filesystem – i.e. 
replaces HDFS

• Stateless

• Free download – link

• Supports Spectrum Scale 4.1.1 and 4.2

• Currently supported with IOP 4.0 and 4.1

• Integrated with Ambari (IOP 4.1)

• Also supported with Open Source Apache Hadoop

Spectrum Scale HDFS Transparency Connector

• Henceforth known as the “new” connector

• Integrates with HDFS – reuses HDFS client and 
implements NameNode and DataNode RPCs

• Stateless

• Free download – link

• Supports Spectrum Scale 4.1.1 and 4.2

• Planned support for IOP 4.1 and 4.2 (6 weeks after GA)

• Ambari integration being developed for both IOP 4.1 and 
4.2 (coming soon)

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/General%20Parallel%20File%20System%20%28GPFS%29/page/Hadoop%20Connector%20Download%20%26%20Info
https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/General%20Parallel%20File%20System%20%28GPFS%29/page/HDFS_Transparency
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Old GPFS Hadoop Connector Approach

Source: hadoop.apache.org

“All user code that may potentially use the Hadoop Distributed File 
System should be written to use a FileSystem object.”

Latest File System APIs are described here:

https://hadoop.apache.org/docs/current/api/org/apache/hadoop/fs/FileSystem.html

public abstract class
org.apache.hadoop.fs.FileSystem

How can we be sure we’re compatible? 
Hadoop File System API intended to be open.
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Old GPFS Hadoop Connector Approach

5/17/2016
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Source: https://wiki.apache.org/hadoop/HCFS

Spectrum 
Scale 

(GPFS) is no 
different

All based on 
org.apache.hadoop.fs.FileSystem API
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Old GPFS Hadoop Connector Approach

5/17/2016
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Disk Disk Disk

Spectrum Scale FPO

GPFS Hadoop Connector

Hadoop FileSystem API

Hadoop Application

Disk Disk Disk

HDFS

Hadoop Application

Ext4 Kernel level 
file system

Hadoop 
level

API level

Applications communicate with Hadoop using FileSystem API. 
Therefore, transparency is preserved.

Hadoop FileSystem API

“All user code that may potentially use the Hadoop Distributed 
File System should be written to use a FileSystem object.”

Source: hadoop.apache.org
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New Spectrum Scale HDFS Transparency Design

5/17/2016
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Map/Reduce API

Hadoop FS APIs

Higher-level languages: 
Hive, BigSQL JAQL, Pig …

Applications

Supported Hadoop versions:  2.7.1

HDFS Client

Spectrum Scale

HDFS RPC

Hadoop client

Hadoop FileSystem
API

Connector  on 
libgpfs,posix API 

Hadoop client

Hadoop FileSystem
API

Connector  on 
libgpfs,posix API 

GPFS  node
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Commodity hardware Shared storage

hdfs://hostnameX:portnumber

HDFS Client HDFS Client HDFS Client

GPFS Connector

Service

GPFS Connector 
Service

HDFS RPC over 
network

Spectrum Scale

Connector Server
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New Spectrum Scale HDFS Transparency Design

5/17/2016
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• Each node is installed with connector datanode server

• Only one node is installed with connector namenode server

• Connector namenode server can be configured with HA similar to HDFS

• First released  in November 2015

hdfs://namenode:<portnumber>

GPFS/FPO cluster

Hadoop cluster

DFSClient DFSClient
DFSClient

Connector
Namenode Service

GPFS FPO

Connector
Datanode Service

GPFS FPO

Connector

Datanode Service

GPFS FPO

HDFS RPC over network



© 2015 IBM Corporation14

New Spectrum Scale HDFS Transparency Design

5/17/2016
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• Shared storage support

• Connector servers are installed over limited nodes 
(ex. GPFS NSD servers)

• GPFS client is not needed on the Hadoop 
computing nodes

• First released in January 2016
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New Spectrum Scale HDFS Transparency Design

• Key Advantages

– Support workloads that have hard coded HDFS dependencies

– Simpler integration for currently compatible workloads & components

– Leverage HDFS Client cache for better performance

– No need to install Spectrum Scale clients on all nodes

– Full Kerberos support for Hadoop ecosystem

• Recently released

– HDFS + Spectrum Scale Federation

– Federate multiple Spectrum Scale clusters

– Isolate multiple Hadoop clusters on the same filesystem (restrict to sub-directory)

• Coming Soon

– BigInsights 4.2 support (additional components)

5/17/2016
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Current Ambari Integration

5/17/2016
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• New BigInsights 4.1.SpectrumScale stack

• Inherits from BigInsights 4.1 stack

• Removes HDFS, add Spectrum Scale, 
change all dependencies

• Can install IOP + Spectrum Scale (either new 
GPFS filesystem or integrate with existing 

filesystem)

• Value Add integration

• Basic Spectrum Scale monitoring (AMS)

• Support separate connector control

• Support GPFS and connector upgrades

• Collect GPFS snap

• Change GPFS parameters

• Add new nodes

• Remove nodes

• Provide quick link to Spectrum Scale GUI for 
full management and monitoring
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Current Ambari Integration

5/17/2016
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Ambari Integration with HDFS Transparency

5/17/2016
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• Biggest change is that there is no new stack

• Spectrum Scale is added as a new service after full IOP 
install with HDFS (use dummy directory / mount point for 
HDFS)

• Spectrum Scale service “integrates” with HDFS

• Will support “un-integrate” capability

• Flip back and forth between HDFS & GPFS

• Will not move data back and forth between HDFS & GPFS

• Will simplify future upgrades
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IBM Systems

Spectrum Scale Federation – Use Case 1

Disk Disk Disk

GPFS

GPFS Hadoop Connector

viewfs://<clustername>

GPFS

/gpfs/fs1 /gpfs/fs2

• Make 2+ GPFS file systems appear as one 

uniform file system for application 

• Allow customer to leverage existing GPFS 

file system and new GPFS file system for 

data analysis 

Hadoop Platform

YARN

MapReduce

Spark HBase

Zookeeper

Flume

Hive Pig

Sqoop

HCatalog

Solr/Lucene

Disk
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IBM Systems

Spectrum Scale Federation – Use Case 2

• Allow customers to run applications over 

GPFS & HDFS seamlessly

• Doesn’t require customers to move data 

from HDFS to GPFS

Disk Disk Disk

GPFS

GPFS Hadoop Connector

viewfs://<clustername>

HDFS

/gpfs/fs1 hdfs://<host:port/>

Hadoop Platform

YARN

MapReduce

Spark HBase

Zookeeper

Flume

Hive Pig

Sqoop

HCatalog

Solr/Lucene

Disk
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IBM Systems

Spectrum Scale – Workload Isolation

Disk Disk Disk

GPFS

GPFS Hadoop Connector

viewfs://<clustername1>

/gpfs/fs

Hadoop Platform

YARN

MapReduce

Spark HBase

Zookeeper

Flume

Hive Pig

Sqoop

HCatalog

Solr/Lucene

Disk

Hadoop Platform

YARN

MapReduce

Spark HBase

Zookeeper

Flume

Hive Pig

Sqoop

HCatalog

Solr/Lucene

viewfs://<clustername1>

Disk Disk Disk

Support multiple Hadoop clusters over the same GPFS filesystem for different applications, groups or 

LOBs
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IBM Systems

Spectrum Scale FPO – QOS Support

 Node failure is often-seen events for commodity hardware

 Restripe for data protection is painful for customer with large data

 QOS for FPO - Reduce the restripe impact in FPO because of node failure 
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IBM Systems

Revamped Spectrum Scale Wiki Links

Spectrum Scale wiki – Analytics

Spectrum Scale wiki - FPO

Spectrum Scale wiki – Hadoop

Spectrum Scale wiki – HDFS Transparency connector

https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/General%20Parallel%20File%20System%20%28GPFS%29/page/Analytics
https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/General%20Parallel%20File%20System%20%28GPFS%29/page/FPO%28File%20Placement%20Optimizer%29
https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/General%20Parallel%20File%20System%20%28GPFS%29/page/Hadoop%20on%20Spectrum%20Scale
https://www.ibm.com/developerworks/community/wikis/home?lang=en#!/wiki/General%20Parallel%20File%20System%20%28GPFS%29/page/2nd%20generation%20HDFS%20Transparency%20Protocol

