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Company Overview

ÁLeading provider of high-throughput, low-latency Server and Storage Interconnect

ÅEDR 100Gb/s (5th generation) InfiniBand and 10/25/40/50/100GbE ïHDR 200G coming later this year

ÅReduces application wait-time for data

ÅDramatically increases ROI on data center infrastructure

Á Company headquarters: 

ÅYokneam, Israel; Sunnyvale, California

Å ~ 3,000 employees worldwide

Á Solid financial position

ÅRecord revenue last 3 years >$1B

ÅOn a run rate close to $1B annual Sales

Ticker: MLNX
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Leading Supplier of End-to-End Interconnect Solutions  

Virtual Protocol Interconnect

Storage

Front / Back-EndServer / Compute Switch / Gateway

56/100/200G InfiniBand 56/100/200G InfiniBand

10/40/56/100/200GbE 10/40/56/100/200GbE

Virtual Protocol Interconnect

SoftwareICs Switches/GatewaysAdapter Cards Cables/Modules

Comprehensive End-to-End InfiniBand and Ethernet Portfolio (VPI)

Metro / WANNPU & Multicore

NPS
TILE
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Mellanox ïUnique Differentiated Hardware

ÁWhy Mellanox
ÅEstablished technology leader

ÅDominant in High Speed Ethernet

ÅFirst to market with 25, 50, and 100GbE

ÅFastest growing Ethernet switch vendor

ÅOnly End to End Ethernet Solution

ÅTrusted supplier to all major OEMS

ÁMellanox Ethernet Switches

ÅTwice the performance at half the price

ÅUnique form factors

- Ideal for hyper-converged networking

ÅBest in-class performance

- Throughput

- Latency

- Power consumption

- Highest Value/$

Source: Crehan Research, March 2016 

75%
80%

89%

25%
20%

11%

2013 2014 2015

Ethernet NIC Market Share 
Speeds Faster than 10 Gigabit

Mellanox All Others



© 2016 Mellanox Technologies 5

Growth is in the 25Gb/s & Above

High Speed Adapter Market Forecast

2020 ($1.8B)

Crehan Research: Q3ô15 Server Class Adapter Market Share (Nov 2015), Long Range Forecast ïServer-class Adapters & LOM (Jan 2016), Adapter forecast includes LOM; 

Key Messages:

25 is the New 10!

50 & 100 are Now!

Future Proof  Your Network! 

With 10/25Gb/s Ethernet!

High Speed Adapter Market Forecast

2016 ($1.4B)

57%19%
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25/50/100GbE: The Future is Here!

Compute 

Nodes
Storage 

Nodes

Network

40GbE

10GbE 40GbE

Compute 

Nodes
150% Higher 

Bandwidth

Storage 

Nodes
25% Higher 

Bandwidth

Network
150% Higher 

Bandwidth 100GbE

25GbE 50GbE

Similar Connectors

Similar Infrastructure

Similar Cost / Power
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Faster Storage Needs Faster Networks!

Three NVMe Flash Drive

=

CPU

X X X X
X X X X

CPU

One 100GbE Links Needs RoCE

&

ÁJust three NVMe Flash can saturate 100 Gb/s Link

ÅNeeds 100GbE ConnectX-4 & RDMA

ÁRDMA

ÅBurn Rubber! Not CPU Cycles.

Without RoCE With RoCE
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Dual NSD Port Bandwidth options

Ports 10GbE 40GbE 100GbE@ 2x 40GbE 56GbE 100GbE@ 2x 56GbE FDR EDR@2x FDR 100GbE EDR

One Port 1.6 6.4 7.2 8.96 8.96 10.0 11.0 16.0 17.0

Two Ports 3.2 12.8 14.4 17.92 17.92 20.0 22.0 32.0 34.0

Three Ports 4.8 19.2 21.6 26.88 26.88 30.0 33.0 48.0 51.0

Four Ports 6.4 28.8 35.84 40.0 44.0

Five Ports 8.0 36 44.80 50.0 55.0

Six Ports 9.6 43.2 52.76 60.0 66.0
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SINGLE NSD Port Bandwidth options

Ports 10GbE 40GbE 100GbE@ 2x 40GbE 56GbE 100GbE@ 2x 56GbE FDR EDR@2x FDR 100GbE EDR

One Port 0.8 3.2 3.6 4.48 4.48 5.0 5.5 8.0 8.5

Two Ports 1.6 6.4 7.2 8.96 8.96 10.0 11.0 16.0 17.0

Three Ports 2.4 9.6 10.8 13.44 13.44 15.0 16.5 24.0 25.5

Four Ports 3.2 14.4 17.92 20.0 22.0

Five Ports 4.0 18.0 22.4 25.0 27.5

Six Ports 4.8 21.6 26.88 30.0 33.0


