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IBM Systems

GPFS is changing é

Å 1993: Started as ñTiger Sharkò research 

project at IBM Research Almaden as high 

performance filesystem for accessing and 

processing multimedia data

Å Next 20 years: Grew up as General Parallel 

File System (GPFS) to power the worldôs 

largest supercomputers

Å Since 2014: Transforming to IBM Spectrum 

Scale to support new workloads which need to 

process huge amounts of unstructured data
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IBM Systems

IBM Spectrum Scale

Å Based on GPFS, a robust, fast and mature parallel 

file system

Å BUT: If you still just think GPFS, you miss:

Å Support for workflows which for example inject 

data via object, analyze results via 

Hadoop/Spark and view results via POSIX

Å Storing and accessing large and small objects 

(S3 and Swift) with low latency

Å Automatic destaging of cold data to on premise 

or off premise object storage

Å Exchange of data between Spectrum Scale 

clusters via object storage in the cloud

Å Storing and starting OpenStack VMs without 

copying them from object storage to local file 

system

Å GUI, Grafana Bridge, REST API

Å iSCSI boot

Å And many, many more
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Unleash New Storage Economics on a Global Scale
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1) Understand Use Case
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