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GPFS is changing e

A 1993: Started as ATi
project at IBM Research Almaden as high
performance filesystem for accessing and
processing multimedia data

A Next 20 years: Grew up as General Parallel
File System (GPFS) to
largest supercomputers

A Since 2014: Transforming to IBM Spectrum

Scale to support new workloads which need to
process huge amounts of unstructured data
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A Based on GPFS, a robust, fast and mature parallel -
file system
A BUT: If you still just think GPFS, you miss:
A Support for workflows which for example inject
data via object, analyze results via :—lm[l

Hadoop/Spark and view results via POSIX

Storing and accessing large and small objects
(S3 and Swift) with low latency

Automatic destaging of cold data to on premise -
or off premise object storage IBM Spectrum Scale
Exchange of data between Spectrum Scale
clusters via object storage in the cloud

Storing and starting OpenStack VMs without
copying them from object storage to local file
system

A GUI, Grafana Bridge, REST API
A iSCSI boot
A And many, many more
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A
The History of JJ IBM Spectrum Scale

IBM Spectrum Scale 4.22 and Capacity Pricing e,

v IBM Spectrum Scale 4.2.1 w/ Transparent Cloud Tiering .
"One of the 2016 Leader in Gartner MQ for Distributed File Systems and Object Storage"* Spectrum Scale 4.2 w/ SWIFT &S3 o
3,000 clients and over 100,000 systems [
This infographic is the genealogy of IBM Spectrum Scale, from it's birth as a digital media server and HPC IBM Spectrum Scale 4.1 w/ OpenStack & Hadoop .
research project to it's place as a foundational element in the IBM Spectrum Storage family. It highlights key
milestones in the product history, usage, and industry to convey that Spectrum Scale may have started as GPFS, Argonne Mira System 19PB and 400GB/s e
but it is so much more now. IBM has invested in the enterprise features that make it easy to use, reliable and IBM joins OpenStack Foundation as Founding Member 'S
suitable for mission critical storage of all types. 10 Biion files in 43 minutes using flash i
GPFS 34 o
Over 2M licenses in use .

1Billion Files scanned in 3hours! e._
GPFS3.1 e Sharing
ASCI Purple 10,000 disks, 2PB, 128GB/s e _ iscsl
SC Bandwidth challenge record! : | Guidedur
GPFS 22 Sect7a-4
ASCI White 8192 disks, 110 TB, 7GB/s oA Audit Log

GPFS supports Linux

TCT

2006 r{ SNMP LTFS : Federated HDFS

(tape) Self-tuni

Declustered uning

VOD field Trial SOFS/SONAS RAID Share

Erasure Codes Nothing
DMAPI Clust AV Scans

2007

OpenStack Cloud

e
ILM & Tiering Mgmt.) File HDFS
Metadata Scan ESS GUI

& Policy Engi
Y =000 Encryption
& Secure Erase

® UNIFIED STORAGE ® STORAGE TIERING ~ DATA MANAGEMENT @ USABILITY * Gartner, Magic Quadrant for Distributed File Systems and Object Storage, 20 October 2016, Document No. G00307798
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Compute
Farm
Hadoop af Users and applications

Single name space

OpenStack Docker
POSIX SMB/CIFS g
HDFS ' kubernetes
Connector ‘

IBM Spectrum Scale

Automated data placement and data migration

Archive = Cold = AOfflineo

Unleash New Storage Economics on a Global Scale
%

Client workstations

Active = Hot+Warm= A Onl i ne
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1) Understand Use Case

Single name space

Object
POSIX SMB/CIFS
Connector

IBM Spectrum Scale
Automated data placement and data migration

Active = Hot+Warm= A Onl i ne Archive = Cold = AOfflineo
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