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What Makes Starfish Unique?

Speed and Scale
Versioning
Directory Aggregates
Policies, Workflow, File Movement
Storage synchronization and migration



Speed and Scale

Fast initial crawl, with faster subsequent crawls

Scale to 10s of BILLIONS of files (compare to hundreds of 
millions with similar tools)

Easily track 500M-3Billion file changes/day

Parallel simultaneous scans of file systems

Crazy-fast with Starfish Agent Systems (Change 
Monitoring)



File Versioning – A Major Differentiator 

Preserve file history, changes, locations

Save ‘Sticky’ Metadata with the files and directories regardless of file 
changes or moves 

Permanent Addressing in the form of path name + time/date 

Find new file location:  Query the catalog with “last known address”.

Unified Database:  Individual files can be removed from the POSIX 
name space and moved to lower cost storage while retaining the file 
record in the virtual namespace. 

Provenance:  Point-in-time representations of file collections with all 
associated metadata



Directory Aggregates 

Instant recursive totaling - akin to instant UNIX DU 
Information presented for each directory branch 
– File count 
– Total capacity 
– Storage costs

Ability to store and aggregate other variables  
History retained for historical & trend reporting



So What is Starfish?
Hardware agnostic software
Out of band scanning - keep existing 
workflows
Runs on common Linux distros
Simple licensing model allows for 
multiple systems, Scale out to 
multiple Catalogs
Crawls any POSIX-based file system
Direct integrations being built for:
– Lustre
– Isilon
– GPFS
– Netapp
– ZFS

Command-line, GUI and 
communications via REST APIs
Starfish Server and optional agent 
systems can be virtual or physical



What’s in our Catalog?

POSIX Stat() metadata and S3-type object store 
Extended attributes and non-POSIX system metadata 
Permissions 
Additional, user added metadata for directories and 
files 
– Simple tags 
– Key-value pairs  

Directory-level pre-staged totals 
Version history of files and directory tree 



What makes our database magical?
More metadata = More meaningful reports
– Chargeback/showback, churn, growth…

More metadata = More specific policies and rules
– Attributes drive policies

Simple Triggers 
– Metadata changes trigger processes 

Instant Search 
Unique IDs for all files
Did we mention VERSION HISTORY?



What can you do with the catalog?
Web portal access
Browse, search, view the database 
Granular eporting and analytics 
Rules-based storage administration 
Copy, move, delete 
Get / put to object store 
Extract metadata, calculate hashes 
Customize jobs, actions against files
Run jobs against the database using 
your code, ours, or 3rd party 
software

Starfish Catalog

Billions of 
Objects
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Job Manager
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ACT:

Starfish in Action – Use Cases
Updating video codecs
Move aging files to cloud
Replication
Auto-delete scratch older than X days
Ransomware discovery
Find lost directories
Find files that shouldn’t exist (mp3, .vid)
Remove files associated with expired 
licenses
Export control
Discover extremely deep directories
File workflow management via tagging
Chargeback/Showback/Shameback
Event driven alerts

QUERY:

LIST:

1) Copy
2) Move
3) Archive
4) Hash
5) Fixity
6) Delete
7) Custom Jobs

Starfish Catalog

1

3 4

5

6
7

2

File names and metadata



Browser View, with Tags and Details



Reporting



Reporting


